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Machine Leamiv\é

(omplex  programs

Training Training

Training -

Data _ Data

syeech vec:

6: You want to write a program to separate out the rocks into
different categories.
What will your approach be?




Reord colour, sive, we‘\a\m—, Mickness et
(erer (umugawisd)

C(assi(’g some Jnrainina data into groups
KNN| neural wets  (supervised)

Juwpomriaed  vs Unsupuvised  Learnivg

: 65: prouping \PL botswmen
— anvally (opening, ottacking) : Supervised
— outomadically @ unsupervised

6: Classifu 0% superwised 6  wnswpervised
P P

In Google News, grouping together similar articles.
wntupervised

Determining if a particular credit card transaction is fraudulent
superviced

Analyzing an image to determine if a lump is cancerous
Supervised

Recommending a product based on what the user buys
unsupervised

Market segmentation: dividing customers into various groups
unswpervised - no pre-defined agoups
supervised - pre-defined aroups



1. Scalable ML- ¥-weans Lkgs\—er‘mg

¢ Parhition dofaset into K dustere

© Eadh training exowple ¢ 0 point w  d-dimentional space
(4 paramerers | atiributes)

Use dittance petween \>o'm+s

- twlidean
- Moanhattan
- Cosine

‘ eﬁ 1 T-means

Estimatad number of clustars 3

* Demonttvokien of k-means olgorithwm Citerotive o\oyerithw)

Demonstration of the standard algorithm

@
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1, kinitial "means” (in this 2, kclusters are created by 3. The centroid of each ofthe 4, Steps 2 and 3 are repeated
case k=3) are randomly assoclating every observation  kclusters becomes the new until convergence has been
generated within the data with the nearest mean, The mean, reached,
domain (shown in color) partitions here represent the

Voranoi diagram generated by
the means



Rlaorithm

I Selet & vondom centves

2. Rssign each datn  point to e closest cluster centve — form
W dutreve

3. Re-compute clusrer cewtroide Caverage of each dimension)

b If new cewtres difkerent from old centves, boade Yo thep 2

6: « How can the k-means algorithm be modified to run with
MapReduce?
« What is the output of Map and Reduce stages?
Hints:
* lterative algorithm like page rank
» Which steps can be done in Map and which in Reduce?

Input:  dataser - ser of ?o‘m*s - large
k centroids - Swaall

Map: rend both inpwr files
astign  points o cendroids

output: < cewtroid, point 7
Wey: centroid

Reduce:. gets Poin\rs associoved with dlugter
ompure  new centroids
owtput:  {new - cewiroid)



Loop: (ompare old ond new ceniroids
theck  wax iterations

6: Given the following points
« 20, 30, 99, 102,
* 53,9, 11,54

Partition them into two clusters using k-means assuming initial
centroids are 20, 30.

* Assume that each row of numbers is on a different machine
« Show what the keys and values are for one iteration of k-means

Mathine 4 Madhine 2
points: L0, 20, 94, 102 Points. 3,9, W, 54
clusters: 20,20 clugrers 20,20

Mogper 1 output Mopper 1 owrput

1,205 {2,852

<2,3%0?> L, 4D

<1,947 Ay Y

2,107 1, 54)
Reducer input

{1, 020,94, 032
<2, 030,98,102,5% 8437

Reducer oukput
Cly 15337 o 1333
Q'I_, 676 6.6



-means Ophimisarions

- vse of C(ombiners
Compute local sums and count of the assigned clusters
Sends & cewtvoid, ¢ packial_sum, Lount 5>

1. Use of Single Reducer
Amount of dava +o veducevs Swaw
Singe veducer ¥o fell if cutke®  ewanged
Lingle  owtpwt file

2. Scalable ML- Alrernahing leasy Saquaves
\YJ
Co\laborative i’i\wri%
© User-item relationtwips  Lroding of each item by eadh vetks)

. s\mrce malrix

4 star rating I

?
Unknown rating wk
h g
Wy
User-Item Rating matrix is iy
generally very sparse i.e., most i
entries are unknown 2




User - Them Y‘W\‘i(\a Makriv % xm
Try *o wrike os o Yro&uc\- of
- User vecker A,

- TLtewm vectsr ©,,

* Colewlote Py B sudh thar R= AR

R wnown
A uwawnown
2: unwunown

G mhr\a by wser i for  item §

f0)

User Movie
preference Rating

&Wroachu Y factwrisation
- lradient descent for op+im'\sovﬂm ?(o\devv\ Ctoo Slow)
-  PFacteyisoion usinﬁ a\’cerm\-‘m@ sy tomares

© Tterative aloprithm with randown iniviol Ostignments of A, B

on ™ ireraton, we have A, oand B,
- Astume B, & (ocvect and use 4o woleulove best A;

- Rstume A; ¢ torrect ond use to Llwlate best ©;

Loop unkil Lonvergence



ALS : ith Tierarion

Assume B; | corvect

-
Consider R- A; B, ¢ error ferm

| R-n; B;-f | +owen as R- A; B,—.T s a matrix oand we want

& wumber  (absolute determinant)

© Find A; thor Wil wimimise  WR-A; B I

-1
Swown taat A= (BT B ) B, T R Cleast squares vepression
estimate)
Lomputre  B; from A
. |
| e chen | atcume
\ difference corveck
error - E—— =
m\,\ ‘ ‘
all ervoy due Yo “ ‘
‘ assume
___computed corcect
error )
assume v —>

a\l evvgr Awe 4o



6: LS  with Mop-Reduce

Ute waakrix mu\*'\y\imﬁm with Mop - Reduce Yo ompute
A= (BT BY BT

Similar for wmoatvix  inversion

- (ompute - heavy

Spark.  MLLb

— Text Clagsification

" Supervised - given document, predict s topic
Features Label
=> 1: about science
0: not about science

CTR, inches of rainfall, ...

text, image, vector, ...

- lopisHe  represtion: find separation between 2 classes
Suwcﬂ— vecter  tlassifier.  find \ine sepamh'na 2 clacges

random initial line |




— ML Workflow

TRAINING

& labels + plain text

[ Extract features ]

& labels + feature vectors

[ Train model ]

& labels + predictions

_Evaluate |

Pain Points

TESTING/PRODUCTION

[ Load new data ]
J plain text

[ Extract features ]

J feature vectors

[ Predict using model ]

J predictions

[ Act on predictions ]

Handle wmang RDDs Ceach feature, lobek)

ML pipeline wmwsr be written oc & teript (not  wodwlar)

Train many models on oliff splits  with diff wyperpammeters

Solve Unallenpes

© Moake RDD: easier Yo vead
- breaw up ¥ae fieds

* Developers : program  +o exiroct Feotuves

1 Repd RDDS into dataframes

2. ML pipeline: 4rantformers, ectimotovs, evalnatoe

3. Pavameter ’mvm\b-. APL



Dodofromes

KBs to PBs

Wide variety of formats (Hive, existing RDDs)

SOTA optimisa¥in and code generation via Spark SGL Cotalyst
ophimiser

KPTs n Vb'\‘hon, Jova

RDD + Schema + DSL (domoiw cpecific language)

Dataframe: RDD + Schema+ DSL
/ \
Named columns with types D°ma'"'v5|”e“'f'l” SR
lab=l: Double

/jfw‘kMLPnA’muo

P«M’bmo&es process of defining models
— ML ?iPe\'mc

1. Transbsomers
extroct feoturee from odatoframe

features Stored wn  new dataframe

2. Ghimatove
ML algorithme Cctandard defined or user defined)

3. Evaluodvys
Compute  predichons
© tshimate ervoy wedrics
Tune a\gorithm parameters
* Bvalwadyy depends on estimator Clogistic vepressim, dedsim trees)



[. Trantformers
© Extract featuves
* Iaput: dataframe, Output: dotoframe

det transtorm(DataFrame): DataFrame

label: Double
text: String

label: Double
text: String
features: Vector

2. tehimayor
© Troin model

def fit(DataFrame): Model

label: Double LogisticRegreasion
Model

features: Vectorx

tabel | _Text | Features |
0

1

3. tva\wotoy
© Meirics

def evaluate (DataFrame): Double

Metric:
E> accuracy
aAuc
MSE

label: Double

prediction: Double

“m
0




& Predick Usingg  Model (Test Phased

Model is a type of Transformer
del Lransform(DataFrame) : DataFrame

—
e —

predletion: Double

, . -

TRAINING PIPELINE

TRAINING
Pipeline is a type of Estimator
def fit(DataFrame): Model
1

v

[ Extract features ]
label: Double PipelineModel
‘ text: String
[ Train model ] TE——

TESTING PIPELINE

TESTING/PRODUCTION PipelineModel is a type of Transformer

def transform(DataFPrame): Datalframe

Load data =
- I -
¥ [M_
Extract features text: stxﬂ E>
=

4

[ Predict using model ]

v

l Act on predictions ]

A

Lexl: SLring
features: Veotor
prediction: Double

—




All Tog\’t’;\'\ne\'

TRAINING TESTING
DataFrame Load data
+ B
Estimator [ Predict using model ]
1 1
v v
Evaluator

Parameter Tuning

© biven: estimoter, pavameter gcid, evaluater
- Hnd ‘ost pavameters

L Tokenizer ] hashingTF.numFeatures
‘ / (100, 1000, 10000)

| HashingtTF |

| LogisticRegression l

BinaryClassification
Evaluator

\ 1r.regParam

CrossValidator ;
{o.01, 0.1,

0.5}

Q8: Suppose we have a dataset in which each line has a recording
of a noise, and its classification
* E.g., <bell.wav>, bell
What would be the input DataFrame be?

Suppose we want to recognize sounds by

« Extracting the frequencies from the wav file

» Gaussian model
* Find the average frequency of each sound
* For a new sound, calculate average frequency
* Find closest matching sound

* What are the DataFrames, Evaluators, etc needed?



l Input datoframe
Coell-way, bell>
3. teature dataframe
Coell wav, bell, frequencies?
3. Tronsfoemer
Loell-wav, bell, ovg-frequens?
% WModel

- *oin (Peature- datoframe) - find ovgy freq, for eadn Sound hype
= predick Cpredict- dotafrome) : find closest matching sound

aeepP Learning

* Trerokive — watYix M\A\‘\’i?\\'(ﬂ'\"\m

Unallenops £or DL
- dota on HDF, train o Spark

Deep Learning Cluster Hadoop/Spark Cluster
I (1) Prepare datasets I

[ (2) DL training & Test}

I (3) Apply DL model l

el
« DL Model i
Storage System for Distributed File
Deep Learning = Dala w— Systems

Figure 1: ML Pipeline with multiple programs on separated clusters




CaffeOnSpark | MLLib for s““ﬁs‘&
for deep non-deep ﬁ: Data
learning leamning Analysis

Spark

|
‘ Hadoop Datasets \

Figure 2: TensorFlowOnSpark for deep learning on Spark clusters

* Supporks wiodel § datn  parallelism
© 1F tuns ™ S‘mtl exewxtors

© Reod data  direckly frem WDFS

ROMA: Last network  4vansfers

P Spark Driver L occeemccemmmnan =
4 . ’ 1 i
: Ex Spark Executor Spark Executor Spark Executor
Parameter TensorFlow Alg TensorFlow Alg TensorFlow Alg
T Server TensorFlow TensorFlow TensorFlow
ensorFlow Core Core Core
o] | | oo | | e | | [
- 1 §

‘ Data Set on HOFS etc l

Figure 3: TensorFlowOnSpark system architecture




